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Abstract: The folding/unfolding pathway of barnase has been analyzed using a method similar to the classical
Brønsted-â approach:Φ-value analysis. Kinetic and equilibrium measurements on the folding/unfolding of
over 100 designed mutants have led to a residue-by-residue description of the transition state. The transition
state responds to mutation and changes in solvent in a manner analogous to both classical Hammond and
anti-Hammond behavior as the energy landscape is perturbed. Here, we compare theΦ-value analysis with an
explicit structural analysis of the transition state by molecular dynamics simulations of thermal denaturation
of wild-type and two mutant forms of barnase. We look for similarities in the results of experiment and simulation
to provide a detailed and reliable description of the folding reaction and for differences that could point to
deficiencies in the methods. In general, there is excellent agreement between simulation and experiment, with
a correlation coefficient of 0.93 between observed and simulatedΦ-values for the transition state for unfolding,
with the exception of the second helix,R2. In the simulations, wild-type barnase unfolded by disruption of the
hydrophobic cores andâ-structure, followed by unraveling of the principalR-helix, R1. The Ile 88f Val
mutant unfolded by the same mechanism as the wild-type protein, albeit more rapidly. Tyr 17 is one of the
residues that, when mutated, leads to anti-Hammond effects; the helix unfolds earlier, relative to gross unfolding
of the rest of the protein. In the simulation of the unfolding of the Tyr 17f Gly mutant, the main helix
unraveled before substantial loss ofâ-structure, showing more precisely the structural change in the transition
state. The major difference between simulation and experiment is thatR2 is present in the simulated transition
state, butΦ-values suggest that it is unstructured. Although this could result from simulation overestimating
the helical content, there is an alternative explanation that reconciles simulation and experiment. The segment
of protein containingR2 is autonomous and makes few interactions with the body of the protein in the simulated
transition state. If the folding of a segment of the protein is not coupled to the rest of the molecule, then the
mutations may not be felt until significant interactions are made between these portions of the protein. Such
an effect could occur for any multimodular protein.

Introduction

A number of technical advances is making it possible to
characterize the protein folding process and intermediates that
are populated en route. Experiment provides the lead with low-
to high-resolution glimpses into the process, while molecular
dynamics simulations can provide structural and dynamic
information at atomic resolution. The two approaches are highly
complementary, such that theory can be used to fill in the
experimental gaps and provide structural information unobtain-
able by experiment, provided it has been demonstrated that the
simulations are reasonable and in agreement with experiment.
Such synergism is important in the study of transition states,
whose characterization is particularly challenging but required
for a comprehensive description of the folding pathway.1 In
addition, for proteins that fold by a two-state mechanism,

characterization of transition states is crucial since other partially
folded intermediates are unobservable.

The only way to obtain experimental information about
transition states is from kinetics. The transition state is an
ensemble of structures, as the barrier involves the breakage and
formation of many weak noncovalent interactions. Fersht and
co-workers2 have developed an approach, termed the protein
engineering method, in which mutations are made throughout
a protein and the resulting energetic consequences are measured.
This approach is analogous to structure-activity studies in
physical organic chemistry via linear free energy relationships.
The mutations, or substituents, act as probes, such that the
structure at the site of mutation can be inferred from the
energetics. More specifically, determination of the structure of
the transition state is based on a quantityΦ, which is analo-
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gous but not identical to the Brønstedâ value.Φ is calculated
from the following equation,2,3

where∆Gq-D and∆GN-D are the free energies of the transition
and native states, respectively, relative to the unfolded, denatured
state of the wild-type protein. The corresponding terms for the
mutant are indicated by a prime.∆∆GN-D and ∆∆Gq-D are
the destabilization energies of the native and the transition states,
respectively, caused by mutation. In the direction of folding,
Φ is termedΦF and that for unfolding,ΦU (ΦF ) 1 - ΦU).
Consider a case where, in the transition state of unfolding, the
structure of the protein at the site of mutation is the same as
that in the native state. Then, the transition state is destabilized
by exactly the same amount as the native state; that is,∆∆Gq-D

) ∆∆GN-D andΦF ) 1. In contrast, aΦF value of 0 implies
that the structure of the transition state at the site of mutation
is the same as that in the unfolded state. Intermediate values
could result from a mixture of pathways or represent structures
that are partially unfolded in the transition state. Thus, structure
is inferred from energetics using this approach, and it has now
been applied to several systems: barnase,3-7 chymotrypsin
inhibitor 2 (CI2),7-10 the P22 Arc repressor,11 iso-1-cytochrome
c,12 CheY,13 and barstar.14 Fersht et al.10 have devised a test to
show that partialΦ-values for CI2 and barnase represent partial
structure formation and not parallel pathways.

The transition state for a folding/unfolding process is inher-
ently complicated. The transition state is not localized to a
particular bond as in a chemical reaction because of the large
number of noncovalent interactions affected. So, one cannot just
consider enthalpic, or potential energy, barriers; entropy must
also be included. This means that the major transition state is
the ensemble of structures with the highest free energy on the
pathway. Unfortunately, even if a reasonable unfolding pathway
can be simulated with molecular dynamics, the calculation of
free energies for such a complicated process is not possible.
So, instead we rely on structural properties to identify the
transition state in a simulation.15,16 Using this approach,
structural attributes of the transition-state ensemble can be
precisely delineated; but, there is no guarantee that the state
identified is the state of highest free energy. Therefore, there is
potential for synergy between experimental and theoretical

efforts to characterize partially folded, transient forms of
proteins, such as transition states, where conventional structure
determination methods are limited. In our previous simulations,
good agreement was obtained with experiment for the unfolding
of CI2.15-18 CI2 is the archetypal small protein of 64 residues
that folds as a single cooperative unit according to two-state
kinetics.19 We now focus on a more complex protein, barnase
(Figure 1). Barnase contains 110 residues and folds according
to multistate kinetics.

Although an atomic-level model of the transition state of
unfolding of barnase generated from a molecular dynamics
simulation should further define the unfolding pathway of this
protein, the sensitivity of the transition state and unfolding
pathway to mutation is also of interest. Recently, Fersht and
co-workers5-7 have shown that mutations and changes in the
environment can slide the transition state both along and
perpendicular to the reaction pathway. Again, the use of linear
free energy relationships, analogous to the Brønsted equation
to evaluate structure-reactivity effects in physical organic
chemistry, has been critical to this analysis. Specifically, the
equilibrium and activation free energies of unfolding are
generally linearly related to the concentration of denaturant:

where the subscript notation is described above.∆GD-N and
∆Gq-N with the H2O superscript are values extrapolated to pure
water, andm values are constants for a particular protein and
are generally considered to reflect the change in solvent exposure
between the designated states. Combination of eqs 2 and 3 gives

The ratio ofmq-N/mD-N corresponds to a Brønstedâ value,
which we callâT. âT is an index of the position of the transition
state along the reaction pathway, as defined by the change in
solvent exposure upon unfolding to the transition state.20 We
useâT in the direction of unfolding since it can be measured
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Figure 1. Main-chain fold of the barnase NMR structure25 with the
positions of secondary structure elements indicated. The secondary
structure was identified using a method based on main-chain dihedral
angles.52,53
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for proteins with intermediates on the pathway. Also, it is worth
noting that, for barnase, the major rate-limiting transition state
of folding is identical to the transition state of unfolding.3,4

Most mutations in the major core of barnase and the first
R-helix, R1 (Figure 1), show Hammond-type behavior.5 That
is, destabilization due to mutation decreases the energy differ-
ence between the transition and native states and moves the
transition state closer to the native state.21 More recent studies
of the sensitivity of the transition state to mutations in bothR1
andR2 by Matthews and Fersht6 describe an interesting mutant,
Tyr 17 f Gly. In this case, theâT value drops from 0.33 to
0.29, indicative of Hammond behavior. However, theΦ values
within the helix decrease, suggesting that although the overall
nature of the transition state is more nativelike for Y17G,R1
becomes less structured. This paradoxical effect is referred to
as anti-Hammond behavior (see Matthews and Fersht6 for further
discussion regarding the Hammond postulate formalism). These
intriguing results led us to simulate the unfolding of the wild-
type, Y17G, and I88V (chosen as a control because it is in core
1 and shows little Hammond behavior) proteins in the hope of
elucidating the effects of the mutations on the transition state
and unfolding pathway.

Methods

Molecular dynamics simulations were performed using the program
ENCAD.22 The potential energy function and MD protocols have been
described elsewhere.23,24 Each molecular system simulated was de-
scribed using an all-atom representation of both the protein and the
solvent. The average NMR solution structure25 was used as the starting
structure for the simulations. Residual strain in the structure was relieved
using 1000 steps of conjugate gradient minimization. The I88V and
Y17G mutants were constructed from the resulting structure by
swapping in the appropriate side chain with maintenance of the original
side-chain orientation insofar as possible. Then, another 10 steps of
minimization were performed. Side-chain protonation states were chosen
to mimic low-neutral pH (Lys, Arg, and His were positively charged,
and Asp and Glu were negatively charged). The protein was then
solvated using a box extending at least 8 Å in all directions. Periodic
boundary conditions were employed to reduce edge effects and simulate
a semidilute solvent environment. The solvent was then subjected to
1000 cycles of minimization, 2 ps of MD, and another 1000 steps of
minimization. This water preparation was followed by 1000 steps of
minimization of the protein and then 1000 steps of minimization of
the full protein-solvent system. The water density was set to the
experimental value at 498 K of 0.829 g/cm3 to relieve excess
pressure.24,26This density corresponds to the lowest pressure (∼26 atm)
required for water to stay in the liquid phase at 498 K.27 The lower
density was obtained by expansion of the box to extend∼10 Å from
any protein atom. After the preparatory steps described above, the
systems were heated to 498 K. Initial atomic velocities were chosen
using a Maxwellian distribution. Velocities were periodically scaled
until the target temperature was reached, typically 2-3 ps. At this point,
classical MD simulations were performed in the NVE microcanonical
ensemble. Each simulation was carried out for 2 ns using a 2-fs
integration time step (2000 ps, or 106 iterations). An 8-Å nonbonded
cutoff was used, and the nonbonded list was updated every five cycles.

10 000 structures were saved for analysis (five per picosecond). To
check that the results were reproducible, an independent simulation of
the wild-type protein (denoted WT TS2, compared with WT TS1 for
the main simulation beginning from the NMR structure) was performed
beginning from the crystal structure28 using the protocols described
above. In addition, a control simulation was performed of the wild-
type protein at 298 K and has been presented by Li and Daggett,29

along with a more complete description of the unfolding pathway of
the wild-type protein at 498 K.

Results

Description of the Unfolding of Wild-Type Barnase and
the Y17G and I88V Mutants. Thermal unfolding of the wild-
type and two mutant forms of barnase, Y17G and I88V, is
depicted in Figure 2A by the movement of the structures away
from their respective starting structures. All three proteins
deviated significantly during the first 200 ps of each simulation,
but their behavior differed, with the mutants unfolding more
rapidly. For wild type and Y17G, this difference diminished
from 200 to 900 ps; however, the RMS deviation of I88V
remained higher throughout this time period. Late in the
simulation, the differences were mostly due to shape changes,
with the mutants being more compact: at 2 ns (2000 ps), the
radius of gyration for wild type, Y17G, and I88V was 16.6,
15.5, and 15.3 Å, respectively.

The loss of secondary and tertiary structure also differed for
the wild-type and mutant proteins early in the unfolding
simulation. From 50 to 200 ps, the wild-type and Y17G proteins
had comparable degrees of tertiary packing, but the secondary
structure content of Y17G was approximately 13% lower (Figure
2B). In contrast, the I88V mutation resulted in a decrease in
both tertiary and secondary structure over the first 500 ps (Figure
2B). Late in the simulations, all three proteins made ap-
proximately the same number of tertiary contacts, while Y17G
stood out with a lower secondary structure content than the wild-
type and I88V proteins.

A breakdown of the loss of secondary structure intoR-helical
and â-sheet components is given in Figure 3. Both the wild-
type and I88V proteins showed a roughly similar loss of helical
and â-structure, except for the loss and recovery of helical
structure experienced early on by the wild-type protein. After a
20-40% loss of helical content, the movement was mostly in
the direction ofâ-sheet loss for both wild type and I88V, seen
as the off-diagonal motion upward. After disruption of the
â-structure, there was further, but incomplete, loss of helical
structure. The main difference between these two proteins was
the rate of structure loss, with I88V unfolding more rapidly. In
contrast, the helical structure was less stable in the Y17G mutant,
with early movement primarily in the direction of helix loss.
After the helix content dropped to∼50%, theâ-content dropped
by ∼25%, and then the helix fell apart andâ-structure was lost.
Though there was momentary recovery of the helix, the overall
trend was that loss of the helix preceded loss of theâ-sheet.
That the motion in each case does not fall along the diagonal
indicates that the secondary structure units act semi-indepen-
dently as unfolding proceeds, especially after the loss of∼50%
of the â- and R-structures. By removing the time component
(or embedding it), this projection of secondary structure
illustrates that the wild-type and I88V proteins unfold in a
similar manner, albeit at a different rate. Y17G appears to follow
a similar path initially but then unfolds by a different mecha-
nism. Snapshots taken from the simulations illustrate some of
these structural differences (Figure 4).
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The helical content of the mainR-helix, R1, is shown in
Figure 5.R1 was destabilized upon mutation of Tyr 17f Gly,
while the helix content in the wild-type and I88V proteins
remained high throughout most of the simulations (Figures 4
and 5). Theâ-structure of wild-type barnase was already
completely disrupted by the time the helix unfolded (Figure 3).
In contrast, the helix content of the Y17G mutant was lower at

the beginning of the simulation, andR1 completely unfolded
by 850 ps (Figures 3-5).

From the gross measures of structure presented above, the
mutations were not innocuous. Instead, the I88V mutation
destabilized the structure such that the protein unfolded more
rapidly, but by a pathway similar to that of wild type. For Y17G,
the mutation destabilized a particular element of structure such

Figure 2. (A) CR root-mean-square deviation from the starting NMR structure25 as a function of simulation time for the wild-type, Y17G, and
I88V proteins. The deviation was calculated after optimal superposition of structures.51 (B) Percentage of native secondary structure as a function
of simulation time, using the method described in the legend to Figure 1.
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that the protein unfolded by a different mechanism with respect
to the loss of secondary structure. It is then of interest to see

whether this is the case if one probes more deeply and delineates
how the mutations affect the structure. In the case of the I88V

Figure 3. Loss ofâ-structure and helical content ofR1. The points are connected sequentially in time and show the order of secondary structure
loss. Secondary structure content was assessed as described in the legend to Figure 1.

Figure 4. Structures extracted from the simulations over time. Residues 17 and 88 are shown explicitly in black.
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mutant, the mechanism of unfolding was similar to that of wild
type. However, the mutation disrupted packing interactions in
the main hydrophobic core between theâ-sheet andR1 (Figure
4). The disruption led to earlier and more extensive damage of
the â-sheet. The effects of the Y17G mutation were more
complex.

The first major step in the unfolding of Y17G was the
unwinding of residues 7-10. There were a variety of factors
involved in destabilization of this portion of the helix, including
electrostatic repulsion between Asp 8 and Asp 12, steric
crowding of Val 10 with Tyr 13 and Leu 14, and the presence
of a Gly at position 9. In contrast, a variety of side-chain
interactions stabilize the rest of the helix, including those

between Ala 11 and Leu 14, Asp 12 with Gln 15 and Thr 16,
and Tyr 13 with Tyr 17. Extension of the N-terminus of the
helix due to the two main repulsive interactions was facilitated
by rotation about Gly 9. In turn, after the separation of the Asp
residues, Asp 12 formed a hydrogen bond with Thr 16, breaking
the Thr 16 hydrogen bond with the main-chain carbonyl of Asp
12, which re-formed periodically during the simulations (Figure
6). These interactions required some distortions to the main
chain of residue 16, which were facilitated in the Gly 17 mutant.
After the unwinding of the N-terminus, some further distortions
to the main chain of residues 16 and 17 occurred in all
simulations due to movements of residues 17, 18, and 19 to
cap the helix, which occurred readily in the more flexible Gly

Figure 5. Percentage of helical structure ofR1 as a function of simulation time. Helical content was assessed as described in the legend to
Figure 1.

Figure 6. Snapshots from the Y17G simulation illustrating the unfolding ofR1.
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17 mutant. These capping interactions involved nonnative and
nonhelical main chain hydrogen bonds (i.e.,i f i + 3 andi f
i + 5), which both stabilized the compact structure and distorted
the helix. The consequences of the Tyr 17f Gly mutation, as
well as the loss of the packing interactions between Tyr 13 and
Tyr 17 (Figure 6), led to complete loss of the helix after
approximately 800 ps.

Characterization of the Transition State of Unfolding. The
major transition state in unfolding corresponds to the highest
free energy barrier. Unfortunately, reliable free energy changes
cannot be computed from a simulation for a process as
complicated as protein unfolding in solution. Therefore, we are
forced to rely on other approaches to identify potential transition-
state structures from simulations. We make use of a conforma-
tional clustering method.15-16,29Using this approach, all struc-
tures from a simulation are compared with all other structures,
and a full matrix of RMS deviations is constructed. This matrix
describes the conformations inn × n-dimensional space, where
n ) 10 000 for these simulations (2000 ps× 5 structures/ps).
We then project from high-dimensional space to two or three
dimensions. The resulting projections are an approximate fit to
the high-dimensional results. Similar structures will appear as
clusters in the reduced projections. The projections consist of a
series of points connected in time, such that points close in space
correspond to similar conformations. The distance between
points gives the approximate RMSD between the corresponding
structures. Using this approach, conformational clusters or
substates can be easily identified.

To model the transition state, we use those structures from
the simulation immediately prior to the first major conforma-

tional change during unfolding as identified in the RMSD
projections (see Li and Daggett15,16 for further discussion). We
have defined the transition-state region in this way by reasoning
that one can obtain a high free energy of activation for a process
when the enthalpy increases and the entropy changes very little.
We reason that a protein may not succeed in every attempt to
pass over the barrier, but once it does the structure should change
quickly, the entropy will increase, and the free energy will drop.
This method is not rigorous, but it can providetestable
transition-state structural models. This approach yields the
structures in the following time periods as transition-state
models: the 135-140-ps time period of the wild-type simulation
(shown as the first small cluster in Figure 4 of Li and Daggett29),
65-70 ps of the Y17G simulation, and 63-68 ps from the I88V
simulation (Figure 7).

The wild-type transition-state model has a 4.7-Å RMSD from
the NMR starting structure, while the mutants deviated more
but occurred earlier in the simulation (Table 1). The RMS
deviations between the different transition-state models were
of the same magnitude,∼4.5 Å. This is similar to the spread
observed between wild-type transition-state models of CI2
generated in four independent simulations.16 For comparison,
the RMSD between the 2000-ps structures shown in Figure 4
was 10.3-11.5 Å. The average structures of the transition states
were similar, as shown in Figure 7. They differed primarily as
would be expected from their effects on the unfolding process,
as discussed above. That is,R1 is disrupted in the Y17G
transition state (Figure 7, Table 1, and see the 65-ps snapshot
in Figure 6), and theâ-sheet is slightly more disrupted in the
I88V transition state (Figure 7 and Table 1). Interestingly, the

Figure 7. Main-chain fold of the transition-state models generated in the simulations. The average structures from the following time periods are
depicted: 135-140 ps, WT; 65-70 ps, Y17G; and 63-68 ps, I88V.
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â-content of the Y17G transition state was substantially higher
than those of wild type and I88V. Nevertheless, neither of these
mutations caused drastic changes in the overall topology of the
transition state (Figure 7). The change in solvent-accessible
surface area of the wild-type and I88V transition states to the
native state were similar, but Y17G had less exposed surface
area (Table 1), as has been observed experimentally (Table 1).
Despite the general increase in solvent accessibility and expan-
sion of the protein in the transition state, the core was not filled
with water.

All three transition-state models have diminished tertiary
contacts relative to those of the native state (Table 1 and Figure
8). The differences and similarities were not uniform throughout
the protein. For example, in the Y17G model, packing interac-
tions in core 1 were disrupted relative to the wild-type transition
state, while those in cores 2 and 3 were comparable and even
slightly stronger (compare Figure 8B and C). Diminished
packing in core 1 is not surprising, given the disruption inR1
(Figure 6), which resulted in the extension of the N-terminal
portion of the helix away from the core (Figures 6-8). In
contrast, core 2 is disrupted in the I88V transition-state model,
yet interactions within core 1 improved (Figure 8D). Interest-
ingly, many of the packing interactions within core 3 of I88V
were between side-chain and main-chain atoms, in contrast to
the wild-type and Y17G proteins. The side-chain-side-chain
packing interactions decreased by 15% upon introduction of Val
88 (for I88V, there was a 70% drop in interactions relative to
the native state versus a 55% drop for the wild-type transition-
state model).

The extent and position of the loop structure was comparable
in the three transition states (Figure 7). Loop 1 was in all cases
extended by at least 6 Å (the distance between the CR atoms

of residues 18 and 26 was monitored) compared to that in the
NMR structure. Loop 2 retained a more compact conformation
but pulled away from the protein. Loop 3 forms a flap over the
active site of barnase (Figure 1). The flap opened in the wild-
type transition state but remained more closely packed against
the protein in the mutant transition states (Figure 7). Despite
the movement of loop 3, the position of His 102 relative to the
floor of the active site formed by theâ-sheet was roughly
retained (Figure 9). Loop 3 moved down toward the center of
the protein, shifting Glu 60, but Glu 60 and His 102 remain
near in space, spanning the active-site cleft (Figure 9). The
docking between the N-terminal end ofR2 and theâ-sheet was
disrupted in the transition-state model, and as a result the
distance between Lys 27 and His 102 increased by>8.5 Å
(Figure 9). The disruptions of core 2 also led to the loss of
interactions of loop 4. Loop 5, in contrast, was maintained in
all transition states with CR RMS deviations of 0.2-0.4 Å to
the NMR structure.

Since the transition state is made up of an ensemble of
structures, another independent wild-type simulation was per-
formed to better sample this ensemble as well as to check the
reproducibility of our findings. The transition state identified
in the second simulation is similar to the wild-type transition
discussed above. For example, the secondary structure contents
and solvent accessibilities are similar (compare the WT TS1
and WT TS2 entries in Table 1). The second transition state is
also approximately 5 Å from the native state. However, there
are also some differences between the two transition states, and
the RMS deviation between the two average transition state
structures is 5.4 Å. The heterogeneity of the simulated transition
states is illustrated by snapshots taken at 1-ps intervals from
the transition-state ensembles in Figure 10 (TS1 is in red and
TS2 is in green). While the transition states share many features,
they are distinct.

Owing to the difficulty in defining and identifying transition
states in MD simulations, a more quantitative comparison to
experiment is necessary. The transition state of the wild-type
protein has been studied experimentally, and its structure is
inferred from the quantityΦ. To compare with experiment, we
use a structure index that describes the secondary and tertiary
structure at each residue along the sequence in the transition-
state model [S ) S2°S3°, where S3° is the extent of tertiary
contacts andS2° is the percentage of local secondary structure;
for further discussion, see Daggett et al.17 and Li and Daggett29].
TheSvalues calculated from the wild-type transition-state model
and theΦF values determined experimentally4,6,30are given in
Figure 11. The agreement between the two approaches is good,
with the exception ofR2 (Figure 11A). The correlation
coefficient between the two sets of independently obtained data
is 0.75 for wild-type TS1; however, the correlation improves
to 0.84 if the outlier depicted by the square (residue 32) is
removed (Figure 11B). The effects are more dramatic if allR2
residues are excluded,R ) 0.93 (Figure 11C).

Discussion

Simulations of the thermal denaturation of barnase in water
was performed with the aim of identifying and characterizing
the transition state of unfolding. The transition states were
identified on the basis of the rate of structural change and other
conformational analyses, as described previously for chymo-
trypsin inhibitor 2.15,16 The wild-type transition state occurred
early in the two independent simulations (135-140 ps for TS1

(30) Matouschek, A.; Serrano, L.; Fersht, A. R.J. Mol. Biol. 1992, 224,
819-835.

Table 1. Properties of the Unfolding Transition States for
Wild-Type and Mutant Barnase

property WT TS1 WT TS2 Y17G TS I88V TS

time (ps) 135-140 185-190 65-70 63-68
CR RMSD to N (Å)a 4.8 5.2 5.3 5.2
CR RMSD to WT TS1 (Å)a 5.4 4.6 4.7
<R-helix content> (res.)b 16 13 15 15
<R1 helix content> (res.)b 10 8 5 10
<â-sheet content> (res.)b 23 20 29 21
<∆SASA, calc>c (%) 33 32 29 32
<∆SASA, expt>d (%) 33 33 29 31
<% native tertiary

contacts>e
74 66 74 69

a The CR RMS deviation from the NMR structure (N) and average
wild-type transition-state structure (WT TS1) was calculated after
removal of rotational and translational motion using the method of
Kabsch.51 WT TS1 refers to the main transition state discussed in the
text from the simulation beginning from the NMR structure. WT TS2
refers to the second simulation beginning from the crystal structure.
The average transition-state structures were minimized briefly (500
steps) in vacuo to remove any bad contacts.b The secondary structure
determinations are based on repeating (φ,æ) values (at least three
consecutive residues must have the appropriate dihedral angles).52,53

The structure content is given in units of residues and represents the
average native secondary structure over the time period indicated. The
R1 content is the number ofR1 residues in the helical region of (φ,æ)
space in the average transition-state structures.c The change in solvent-
accessible surface area (SASA) is defined as the relative difference
between the average accessible surface area for the transition-state
ensemble relative to the NMR structure (6356 Å2). The surface areas
were calculated using NACCESS.54 d Experimental values are given
for mq/m extrapolated to pure water (Matthews and Fersht6 and Dalby
et al.33) e The percentage of native heavy atom contacts in the TS is
relative to the NMR structure, with 335 contacts. A contact is defined
as having carbon-carbon distances ofe5.4 Å, and all other pairs must
be e4.6 Å.
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Figure 8. Packing in the hydrophobic cores in the average NMR structure and the average transition-state structural models. For clarity, only core residues are displayed: red, core 1; green, core 2; and blue,
core 3. The same coloring scheme is used in the side-chain contact maps. The tertiary contacts were calculated on the basis of heavy atom contacts between nonneighboring residues.16
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and 185-190 ps for TS2). The transition state can be described
as a distorted form of the native state with disrupted packing
interactions, distorted loops, and frayed secondary structure.
Later time points in the wild-type simulation provide structural
models for the major intermediate state29 and the denatured
state31,32 that are in agreement with experiment. We now
complete the description of the unfolding of barnase by
characterization of the transition state. Simulations of two
mutants were also performed to address the effect of mutation
on the unfolding pathway and major transition state. The I88V
and Y17G mutations were chosen because I88V is a relatively
conservative mutation that has little effect on the structure of
the transition state, based on experiment.33 In contrast, Tyr 17
f Gly causes more drastic changes to the transition state and
displays both Hammond and anti-Hammond behavior.6 The
Hammond effect is attributed to movement of the transition state
along the reaction coordinate toward the native state. The anti-
Hammond effect is described as movement of the transition state
along the energy surface perpendicular to the reaction coordi-
nate. Such effects are difficult to visualize for something as

complicated as a transition state for folding, and it is our goal
to obtain detailed molecular models to provide a structural
framework for the experimentally observed sensitivity and
movement of the transition state upon mutation.

Effect of Mutations on the Unfolding Pathway. In all three
proteins simulated, there was early expansion of the molecule
with some loss of secondary structure, particularly fraying of
the helices and the edges of theâ-sheet. This progression has
also been seen in other denaturation simulations of barnase by
Caflisch and Karplus.34,35SomeR-helical structure was present
throughout the wild-type and I88V simulations. In the case of
R1, the helix completely unfolded but refolded over time.31,32

The unfolding proceeded from the N-terminus, as has also been
observed by Caflisch and Karplus35 and in simulations ofR1
peptide fragments.32 The main difference between wild type and
I88V was that the mutation caused local disruptions to the
packing of core 1, leading to faster unfolding of the secondary
structure but via the same path as for the wild-type protein.

The initial steps in the unfolding of Y17G were similar to
those of wild type and I88V, except that there was a much
greater loss of the helical structure fromR1. A Tyr f Gly
mutation in a helix is expected to lead to loss of helical structure,

(31) Bond, C. J.; Wong, K. B.; Clarke, J.; Fersht, A. R.; Daggett, V.
Proc. Natl. Acad. Sci. U.S.A. 1997, 94, 13409-13413.

(32) Wong, K. B.; Clarke, J.; Bond, C. J.; Neira, J. L.; Freund, S. M.
V.; Fersht, A. R.; Daggett, V.J. Mol. Biol., submitted.

(33) Dalby, P. A.; Oliveberg, M.; Fersht, A. R.J. Mol. Biol. 1998, 276,
625-646.

(34) Caflisch, A.; Karplus, M.Proc. Natl. Acad. Sci. U.S.A. 1994, 91,
1746-1750.

(35) Caflisch, A.; Karplus, M.J. Mol. Biol. 1995, 252, 672-708.

Figure 9. Stereoview of the native and transition-state structures for the wild-type protein, highlighting the loop motion.
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given the added flexibility of Gly, the disruption of packing
interactions, and the differences in the helical propensities of
Tyr and Gly, particularly at the C-terminus of a helix. However,
disruption of the helix was not localized to the site of the
mutation. Instead, it unfolded from the N-terminus, as it does
in the wild-type protein (Figure 6), although some minor
distortions about residue 17 were evident. The C-terminal
portion of R1 appears to be inherently more stable than the
N-terminus and is partly retained in the denatured state of the
wild-type protein, as has been observed by NMR36,37 and
simulation.31,32In any case, the Y17G mutant initially followed
a path similar to wild type but quickly diverged and lost nearly
all R-helical structure (Figure 3). This mutant contained the
lowest helix content at the end of the simulations (Figures 2B,
3, and 4).

Wild-Type Transition-State Ensemble. The simulated
transition-state ensemble had the following characteristics:
tertiary packing interactions were weakened relative to those
in the native state;R1 andR2 were essentially intact; the core
of the â-sheet was intact; and the loops were disrupted (Table
1, Figures 7, 8, and 10). The average structure of the transition
state has a RMS deviation of∼5 Å from the native state, which
is comparable to the differences between the wild-type transi-
tion-state ensembles (Table 1, Figure 10). Overall, the transition-
state ensemble of barnase can be viewed as a collection of
related structures representing an expanded and distorted form
of the native state. Such a state is expected to represent a high
free energy barrier because of the loss of favorable packing
interactions and some secondary structure without considerable
compensation from heightened mobility, or an increase in
entropy, as seen in later more unfolded structures.

While the simulated transition-state ensembles are comprised
of different structures (that differ by approximately 5 Å), they
are related. For example, 40% of the residues with highSvalues
(S > 0.75) in TS1 are also high in TS2. In TS2, 71% of the
residues with highS values are also high in TS1. This
correspondence is to be expected because some of the regions
of the protein are highly structured by both MD and experiment,
and this structure will constrain the degree of heterogeneity
attainable by the transition-state ensemble. But, our sampling
is necessarily limited, and the inclusion of more simulations
has been shown to broaden the transition-state ensemble,16,38

but wildly divergent structures were not observed. Lazaridis and
Karplus39 have reported similar average results in multiple all-
atom simulations of CI2. In contrast, low-resolution lattice
simulations on a 3× 3 × 3, or 27-mer, cubic lattice with three
designated bead-types (or residue types), for which exhaustive
sampling of conformations is possible, have led to the conclusion
that the transition-state ensemble is highly heterogeneous.40 Guo
and Thirumalai41 have reached similar conclusions using a 46-
mer, off-lattice model. In their system, the folding nucleus was
neither specific nor unique. In contrast, Abkevich et al.42 have
suggested that the critical nucleus, the assumed transition-state,
is specific and sufficient for folding with some sequences on
lattices. The high degree of heterogeneity observed with many
simple models may be due to the reduced sequence, with respect
to both polymer length and character, as acknowledged by
Onuchic and co-workers,40 who say that conclusive results will
be provided by simulations of real proteins. That is, the transition
states from simple models may become more specific when the

(36) Arcus, V. L.; Vuilleumier, S.; Freund, S. M.; Bycroft, M.; Fersht,
A. R. J. Mol. Biol. 1995, 254, 305-321.

(37) Freund, S. M. V.; Wong, K.; Fersht, A. R.Proc. Natl. Acad. Sci.
U.S.A. 1996, 93, 10600-10603.

(38) Kazmirski, S. L.; Daggett, V.J. Mol. Biol. 1998, 277, 487-506.
(39) Lazaridis, T.; Karplus, M.Science1997, 278, 1928-1930.
(40) Onuchic, J. N.; Socci, N. D.; Luthey-Schulten, Z.; Wolynes, P. G.

Folding Des. 1996, 1, 441-450.
(41) Guo, Z.; Thirumalai, D.Folding Des. 1997, 2, 377-391.
(42) Abkevich, V. I.; Gutin, A. M.; Shakhnovich, E. I.Biochemistry1994,

2, 10026-10036.

Figure 10. Stereoview of 1-ps snapshots of the wild-type transition-state ensembles, TS1 (beginning from the NMR structure, the major wild-type
simulation, in red) and TS2 (beginning from the crystal structure, in green), to demonstrate the heterogeneity of the transition state. Six structures
are given for each ensemble.
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actual protein sequences, including side chains, are used and
exert further constraints to limit the allowable conformations.

As mentioned above, the transition-state ensembles from the
MD simulations were identified by analyzing conformational
properties of the protein as it unfolded, not free energies. Also,
we note that the MD-generated ensembles were generated at
very high temperature (225°C). As in a real experiment, one
must destabilize the native state to monitor unfolding, and such
a high temperature is necessary to accelerate the unfolding
process so that it occurs on the nanosecond time scale. High

temperature should only change the population of different
pathways, and those that are accessible at low temperature are
still accessible at high temperature. While we do not have
experimental data up to 225°C, Dalby et al.43 have found that
the “average” structure of the transition state does not appear
to change as the temperature is varied up to 50°C. Despite the
high temperature in the simulations, conformational sampling
is limited compared to the much vaster ensembles probed by
experiment. As such, we hope that MD can capture the dominant
properties of the transition state, but we do not expect to
reproduce all aspects of the true transition state. In any case,
due to these limitations, the resulting MD-generated structures
are viewed as testable models thatmust be validated by
comparison with experiment.

Sancho et al.44 have developed a method for probing
interactions between active-site residues and ligands in the
transition state by monitoring the effect of 3′-GMP on the rate
constants of unfolding wild-type and mutant forms of barnase.
Using this approach, they determined that interactions between
His 102 and the ligand are maintained in the transition state,
and interactions with Glu 60 are partially maintained, while
those with Lys 27 are essentially lost. Therefore, the active site
is partly retained in the transition state. In our wild-type
transition-state models, the position of His 102 relative to the
floor of the active site formed by theâ-sheet was retained
(Figure 9). Loop 3 moved down toward the center of the protein,
shifting Glu 60, but Glu 60 and His 102 remain near in space,
spanning the active-site cleft. The docking between the N-
terminal end ofR2 and theâ-sheet was disrupted in the
transition-state model, and as a result, the distance between Lys
27 and His 102 increased by>11 Å.

Despite the expansion and increase in solvent-exposed surface
area, there was little to no water in the core of the transition
state, and the nonpolar core residues remained sequestered from
solvent (Figure 8). Oliveberg and Fersht45 have measured the
change in heat capacity,∆Cp, for the TSf D and N f D
transitions. The resulting values are similar, suggesting that there
is little change in water interactions with the nonpolar groups
in the Nf TS transition and that the transition-state is relatively
“dry”.

A more detailed comparison with experiment is provided by
a residue-based structural analysis of the simulated transition-
state ensemble for comparison withΦF values obtained using
the protein engineering method.4,6,29 To this end, a structure
index was computed for each residue on the basis of the local
secondary and tertiary structures of the transition-state models
relative to the native state, as described by Daggett et al.17 and
Li and Daggett.29 The degree of structure along the sequence is
reproduced by both of the independent wild-type transition-state
models, with the exception ofR2 (Figure 11A). The models
appear to overestimate the structure inR2, which according to
experiment should be extremely weak to nonexistent (Figure
11A). The correlation between the experimental and calculated
values is good (R ) 0.75 or 0.84 for TS1, Figure 11B).
Excluding R2 from the comparison results in a correlation
coefficient of 0.93. Thus, almost all major trends are reproduced
by the models of the wild-type transition state, with high degrees
of structure inR1 and the central strands of theâ-sheet and
moderate, but still significant, amounts of structure in the edge
strands (Figures 7 and 11).

(43) Dalby, P. A.; Oliveberg, M.; Fersht, A. R.Biochemistry1998, 37,
4674-4679.

(44) Sancho, J.; Meiering, E. M.; Fersht, A. R.J. Mol. Biol. 1991, 221,
1007-1014.

(45) Oliveberg, M.; Fersht, A. R.Biochemistry1996, 35, 2738-2749.

Figure 11. (A) Variation of the experimentalΦ-values and the
calculatedSvalues for the two wild-type transition-state models along
the sequence. The simulated native state was used as the reference state
for calculation of theSvalues. Further details regarding calculation of
S values and the properties of the simulated native state have been
described by Li and Daggett.29 (B and C) Comparison of the
experimentalΦ-values and calculatedSvalues for the main transition-
state model (TS1) described in the text.
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Discrepancy between Simulation and Experiment forr2:
A New Twist to Φ-Values. The Φ-values forR2 are among
the most reliable determined, being derived from very careful
“Ala f Gly scanning” experiments.6 The simplest answer to
the discrepancy is that the simulations overestimate the strength
of the interactions inR2. However, NMR studies show that the
backbone NH groups of Ala 32 and Leu 33 are protected early
in folding, before the folding transition state.46 In addition, both
experiment and simulation indicate thatR2 adopts a significant
amount of helical structure in the denatured state.31,32,36,37

Further aspects of the simulation suggest a reconciliation of
all the data. The region of structure containingR2 is pinched
off from the rest of the protein in the simulated transition,
intermediate,29 and denatured states,31,32 such that the folding
of R2 could be semi-autonomous. IfR2 folds independently,
then the effect of mutations may be not be felt by the rest of
the protein until significant interactions are made withR2, which
does not occur until after the transition state for folding. This
twist of analysis could potentially occur for any multimodular
protein where portions of the structure could fold semi-
autonomously. Such an effect is unlikely for a single “foldon”
such as CI2, and we note that theΦ values from theory and
experiment are in very good agreement for the transition state
of CI2.8,9,15-18

Effect of Mutations on the Transition State of Unfolding.
Aside from possible complications involvingR2, the wild-type
transition-state structures appear to be good models for the
transition state of unfolding of barnase. It is then of interest to
investigate the effects of mutations on the transition-state. One
assumption of the protein engineering method, as employed for
Φ-value analyses, is that mutations do not affect the folding/
unfolding pathway and instead are merely probes of the
structure, which is also an assumption inherent in the comparison
of theSandΦ values. Simulations of mutant forms of barnase,
such as I88V, provide a test of this assumption. Gross movement
of the transition state upon mutation in the form of both
Hammond and anti-Hammond effects has been detected byâT

values.5,6 The effect of mutations on the unfolding pathway was
addressed above, and the simulations can also be used to
describe the changes that give rise to the observed movement
of the transition state.

The effect of mutations on the transition-state can be
evaluated by comparing the interactions involving the mutant
residue inits simulated transition-state structures and the wild-
type residue inits transition-state ensemble. While the transition-
state models may not uniquely or comprehensively represent
all aspects of the true transition-state ensemble, they are in good
agreement with experiment and appear, therefore, to be plausible
structural models of this state. The I88V control mutation
supports the central assumptions of the protein engineering
method that mutations are merely probes of the transition state
and do not make or break interactions appreciably. The I88V
mutation led to faster unfolding of the protein and local
disruptions of the transition state structure, but the wild-type
and I88V transition state structures were similar overall (Table
1, Figure 7) and within the envelope of transition state structures
that result from pooling the ensembles from multiple wild-type
simulations, as was done for chymotrypsin inhibitor 216 and here
in a more limited way (Table 1, Figure 10). Interestingly, the
local packing defects caused by the mutation were compensated
elsewhere. Specifically, tertiary interactions in core 2 were
disrupted in the I88V transition state relative to wild type, but

there was an increase in contacts in core 1 (Figure 8). Overall,
this mutation introduced mostly local defects to core 2, but some
minor longer-range effects were also evident.

While the Y17G transition state is similar to the wild-type
transition-state in terms of many of its overall properties (Table
1, Figure 7), the secondary structure is different. In particular,
theâ-structure is more ordered andR1 is more disrupted in the
transition state (Figure 9, Table 1, and discussed above). The
mutation at the C-terminus led to loss of helix at the N-terminus,
as discussed above (65-ps structure in Figures 6 and 7).
Matthews and Fersht6 have investigated the effect of the Y17G
mutation on the structure ofR1 by constructing a double mutant,
such that the Y17G mutant is the reference state. Using this
approach, they found that theΦ value for an Alaf Gly
mutation at residue 12 drops from 0.9 in wild type to 0.2 in the
double mutant, indicating that there was a substantial loss of
structure upstream from position 17, as observed in the
simulations (Figures 6 and 7). As with I88V, Y17G displayed
compensation in packing interactions, such that there were slight
improvements in the packing of cores 2 and 3, although local
interactions in core 1 were disrupted upon mutation (Figure 8).

In addition, the solvent-accessible surface area of the Y17G
transition-state was lower than those of wild type and I88V
(Table 1). These results are consistent with the percentage
change in solvent-accessible surface area as reflected by the
mq-D/mN-D values determined experimentally (Table 1). As
mentioned above, this ratio is analogous to a Brønstedâ, or
TanfordâT, value and thus serves as a measure of the position
of the transition state along the reaction coordinate. Various
states from the simulation are ordered by their accessible surface
area relative to the NMR structure in Figure 12. By this measure,
the transition state of Y17G is closer to the native state than
the wild-type transition state (Figure 12). However, for the Y17G
transition state, the helical content ofR1 is lower and the
â-content is significantly higher (Table 1). I88V is very similar
to wild type although a slight loss of bothR- andâ-structure is

(46) Matouschek, A.; Serrano, L.; Meiering, E. M.; Bycroft, M.; & Fersht,
A. R. J. Mol. Biol. 1992, 224, 837-845.

Figure 12. Percentage of secondary structure in different conforma-
tional states of the wild-type and mutant proteins as a function of a
reaction coordinate based on the change in solvent-accessible surface
area of the models relative to the native state. Values are taken from
Table 1, except that the secondary structure content is the percentage
of the sequence that is ordered (i.e., the secondary structure content in
Table 1 divided by 107, which is the number of dihedral pairs in barnase
because the first residue is undefined in the crystal structure). Note
that thex-axis is not uniform.
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evident (Figure 12, Table 1). Therefore, the Y17G transition-
state is more nativelike with respect to its overall structure and
in terms ofâ-structure, as is expected for a Hammond effect.
At the same time, the helical structure is disrupted, as for the
anti-Hammond effect. Thus, the simulations provide a tangible
structural framework for interpretation of the transition-state
effects observed experimentally.
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